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Machine Learning

• “Machine learning is a field of computer science that uses statistical techniques 
to give computer systems the ability to "learn" (i.e., progressively improve 
performance on a specific task) with data, without being explicitly programmed.”

-Wikipedia

Support vector machines

Hand-crafted
Feature Extractor

Simple Trainable Classifier
e.g., SVM, LR

Domain experts

https://en.wikipedia.org/wiki/Computer_science
https://en.wikipedia.org/wiki/Computer_systems
https://en.wikipedia.org/wiki/Data


Learning Algorithms

• A machine learning algorithm is an algorithm that is able to learn 
from data (or experience).
• Learning: “A Computer Program is said to learn from experience E

with respect to some class of tasks T and performance measure P, if 
its performance at tasks in T, as measured by P, improve with 
experience E.”– Mitchell (1997)
• Experience E: a set of examples. Each example x is represented as a 

high-dimensional feature vector 𝑥 ∈ 𝑅!
• E.g., an example could be an image represented by the pixels in the image



Task: Regression

• Map a feature vector to a continuous value 𝑓: 𝑥 ∈ 𝑅" → 𝑅
• The goal is to accurately predict the target values

X: (user features, message features) 
Y: the number of likes

X: (author features, paper features)
Y: the number of citations



Task: Classification

• Assign an input real-valued vector x into K discrete classes 
𝐶 = 𝐶# #$%,…,( , 𝑖. 𝑒. , 𝑓): 𝑥 ∈ 𝑅" → 𝐶

X: set of pixel intensities
Y: cancer present/cancer absent

X: reviews
Y: positive/neutral/negative



Task: Density Estimation

• Map a feature vector to a continuous value 𝑝*+",-: 𝑥 ∈ 𝑅" → 𝑅, 
where 𝑝*+",-(𝑥) is the probability density function

• Data imputation, estimate 𝑝(𝑥!|𝑥"!)
• Data generation

Image from Internet



Performance Measure: P

• A quantitative measure P must be designed to evaluate the abilities of 
a machine learning algorithm

• Task specific

• E.g. Classification: Accuracy
• The percentage of examples that are correctly classified

• The performance is usually evaluated on an unseen data set (test data 
set). 



Experience: E

• Machine learning Algorithms:
• Supervised
• Unsupervised

• Supervised: each example is associated with a label or a target
• E.g. classification or regression

• Unsupervised: no label or target is given
• E.g., density estimation, clustering, dimension reduction

• Not covered: reinforcement learning 
• The experience are not fixed but dynamically generated by interacting with an 

environment



Supervised Learning v.s. Unsupervised 
Learning
• Supervised learning: labels are given to the algorithms

• E.g., classification or regression

• Unsupervised learning: no supervision are provided
• E.g., clustering, dimension reduction, data generation 



Dimension Reduction

• Reduce high-dimensional to low-dimensional (e.g., 2D or 3D)
• E.g. Map data with hundreds or thousands dimensions to 2D/3D.
• PCA, ICA, t-SNE, LargeVis. 



Example: Logistic Regression (K = 2)
• For binary classification, the posterior probability of class 𝒞% can be

written as sigmoid function

• where 𝒘 are the weights of the features, b is the bias term. The 
probability of the other class is defined as:

p 𝒞% 𝒙 =
1

1 + exp(−𝒙.𝒘− 𝑏)
= 𝜎(𝒙.𝒘+ 𝑏)



Maximum Likelihood for Logistic Regression

• We observed a training dataset
• Maximize the probability of getting the label right, so the 
likelihood  function takes form:

𝑦! = 𝜎(𝒙𝒏.𝒘)



Cross-Entropy Error Function

• Taking the negative log of the likelihood, we can define the cross-entropy 
error function (that we want to minimize):

• Here 𝐸# = −𝑡# log 𝑦# − 1 − 𝑡# log(1 − 𝑦#) is the cross entropy between the 
two binary distributions  P$%&% = (𝑡#, 1 − 𝑡#) and P'($)* = (𝑦#, 1 − 𝑦#)



Multi-class (K > 2) with Softmax Function

• Define a linear function for each class:

• Normalize these scores with a softmax function

• which defines the probability of belonging to class 𝒞#

𝐱𝐓𝐰𝟏Class 1:
𝐱𝐓𝐰𝟐Class 2:

….
𝐱𝐓𝐰𝑲Class K:

𝑃(𝒞# 𝐱 =
exp(𝐱𝐓𝐰𝒌)

∑2$%( exp(𝐱𝐓𝐰𝒊)



Model Capacity, Underfitting, and Overfitting

• The goal of machine learning model is to maximize the generalization
ability

• Perform well on previously unobserved inputs

• Training data => training error
• Test data => test error (generalization error)
• For linear regression: 

• Train the model by minimizing the train error
• Evaluate the performance of the model according to the test error



Model Capacity, Underfitting, and Overfitting

• Model capacity: the ability to fit a variety of functions
• Models with more parameters usually have larger capacity

• Underfitting: model is not able to obtain a sufficiently low error value 
on the training set

• Overfitting: perform wells on training data but not on the test data



Model Capacity v.s. Error



Regularization

• Techniques for avoid overfitting
• Expressing preferences for different functions

• Regularized Logistic Regression

• This is also know as L2 regularization or weight decay

O = − log p 𝐓 𝐗,𝐰 + λ 𝒘 4
4



Cross Validation

• Divide the data set into three subsets
• Training: used to learn the model parameters
• Validation: used to select the model,hyper-parameters (e.g., regularization)
• Test: evaluate the performance of the models

• K-fold cross validation
• Use as much training data as possible

Cross	ValidaCon	
If	the	data	is	plenCful,	we	can	divide	the	dataset	into	three	subsets:	
•  Training	Data:	used	to	fimng/learning	the	parameters	of	the	model.	
•  ValidaCon	Data:	not	used	for	learning	but	for	selecCng	the	model,	
or	choosing	the	amount	of	regularizaCon	that	works	best.	

•  Test	Data:	used	to	get	performance	of	the	final	model.		

For	many	applicaCons,	the	supply	of	data	for	training	and	tesCng	is	limited.	
To	build	good	models,	we	may	want	to	use	as	much	training	data	as	possible.	
If	the	validaCon	set	is	small,	we	get	noisy	esCmate	of	the	predicCve	performance.		

S	fold	cross-validaCon	 • 	The	data	is	parCConed	into	S	groups.	
• 	Then	S-1	of	the	groups	are	used	for	training	
the	model,	which	is	evaluated	on	the	
remaining	group.	
• 	Repeat	procedure	for	all	S	possible	choices	
of	the	held-out	group.	
• 	Performance	from	the	S	runs	are	averaged.		



Gradient Descent
• Gradient Descent is an iterative optimization algorithm for finding the minimum 

of a function (e.g., the negative log likelihood)
• For a function F(x) at a point a, F(x) decreases fastest if we go in the direction of

the negative gradient of a

When the gradient is zero, we
arrive at the local minimum



Stochastic Gradient Descent

• For minimizing the cross-entropy error function w.r.t. the parameter 
w :

• However n can be very large, which is too computational expensive
• Stochastic Gradient Descent: approximate the gradient with random 

samples
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One sample:

A batch of samples:



Reading

• Deep Learning Book Chap. 2, 3, 5



Things to Do

• Register your presentation and course project groups
• The two should be the same


