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Overview of LLMs Training

* Pretraining -> Supervised Fine-tuning (SFT) -> Reinforcement Learning
Human Feedback (RLHF)
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Standard Multi-task Learning

* Train a neural network for multiple different tasks

LM
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Pre-train and Fine-tune Framework

* Pre-train a model on a set of tasks and then fine-tune it on new tasks
e E.g. Pretrain a LLM and then fine-tune it with a classification task
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Prompting

* Fix the parameters of LLM, change the instructions

* Some task-specific labeled examples can be inserted into the prompts

Prompting
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Instruction Tuning

* Fine-tuning LLMs with many different tasks, with instructions
specifying each task
* The parameters of LLMs will be updated
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Different NLP Downstream Tasks



Context-Free Question Answering

e Also called “open-book QA”

« Answer a question without any specific grounding into documents

 Example dataset: MMLU (Hendrycks et al. 2020)

As Seller, an encyclopedia salesman, approached the grounds on which Hermit's house was situated,

z he saw a sign that said, "No salesmen. Trespassers will be prosecuted. Proceed at your own risk."

S Although Seller had not been invited to enter, he ignored the sign and drove up the driveway toward
= the house. As he rounded a curve, a powerful explosive charge buried in the driveway exploded, and
5 Seller was injured. Can Seller recover damages from Hermit for his injuries?

§ (A) Yes, unless Hermit, when he planted the charge, intended only to deter, not harm, intruders. 3¢
"é (B) Yes, if Hermit was responsible for the explosive charge under the driveway. v
R« (C) No, because Seller ignored the sign, which warned him against proceeding further. ) 4

(D) No, if Hermit reasonably feared that intruders would come and harm him or his family. )4



Contextual Question Answering

« Also called “machine reading”, “closed-book QA"
* Answer a question about a document or document collection

e Example: Natural Questions (Kwiatkowski et al. 2019) is grounded
in a Wikipedia document, or the Wikipedia document collection

Question: what color was john wilkes booth’s hair

Wikipedia Page: John_Wilkes_Booth

Long answer: Some critics called Booth “the handsomest man
in America” and a “natural genius”, and noted his having an “as-
tonishing memory”; others were mixed in their estimation of his
acting. He stood 5 feet 8 inches (1.73 m) tall, had jet-black hair
, and was lean and athletic. Noted Civil War reporter George Al-
fred Townsend described him as a “muscular, perfect man” with
“curling hair, like a Corinthian capital”.

Short answer: jet-black



Code Generation

* Generate code (e.g. Python, SQL, etc.) from a natural
language command and/or input+output examples

 Example: HumanEval (Chen et al. 2021) has evaluation
questions for Python standard library

def incr_list(l: list):
""U"Return list with elements incremented by 1.
>>> incr_list([1, 2, 3])
[2, 3, 4]
>>> incr_list([5, 3, 5, 2, 3, 3, 9, 0, 123])
[6, 4, 6, 3, 4, 4, 10, 1, 124]

return [1 + 1 for 1 in 1]



Text Summarization

» Single-document: Compress a longer document to shorter

e Multi-document: Compress multiple documents into one

« Example: WikiSum compresses the references in a Wikipedia

article into the first paragraph
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Party nominee John McCain in the presidential election and was inaugurated on January 20, 2009. Nine
months later he was named the 2009 Nobel Peace Prize laureate, a decision that drew a mixture of praise
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Information Extraction

* Entity recognition: identify which words are entities

» Entity linking: link entities to a knowledge base (e.g.
Wikipedia)

* Entity co-reference: find which entities in an input
correspond to each-other

* Event recognition/linking/co-reference: identify what
events occurred

 Example: OntoNotes (Weischedel et al. 2013) annotates
many types of information like this on various domains



Machine Translation

e Translate from one language to another

* Quality assessment done using similarity to reference
translation

 Example: FLORES dataset (Goyal et al. 2021) —
translations of Wikipedia articles into 101 languages



Mismatch between LLM Pretraining and
Downstream Applications

* LLMs are pretrained on the task of next token prediction

 Downstream applications: perform specific tasks
e E.g., sentiment classification
* Question answering
* Summarization
* Machine translation



Instruction Tuning

* Pre-train an LLM, then fine-tune it on many different tasks, and
generalize to new tasks

Finetune on many tasks (“instruction-tuning”)

Input (Translation)
Here is a goal: Get a cool sleep on Translate this sentence to Inference on unseen task type
summer days. Spanish: 1 t (Natural | Inf )
How would you accomplish this goal? | The r!;e'v; Pff:ce b::ldmg‘ Premise: At my age you will probably
OPTIONS: wa.:mun LSS i e have learnt one lesson.
; P months.
T T !Ilow Cases !" L Hypothesis: It's not certain how many
-Keep stack of pillow cases in oven. Target lessons you'll leam by your thirties.
Target El nuevo edificio de oficinas I Does the premise entail the hypothesis?
keep stack of pillow cases in fridge se construy6 en tres meses. OPTIONS:
- -yes | (-itis not possible to tell | [ -no
Sentiment analysis tasks
ELAN Response

‘Coreference resolution tasks |

It is not possible to tell |

GPT-3 175B zero shot [ GPT-3 175B few-shot B FLAN 137B zero-shot

Performance
on unseen
task types

Natural language inference  Reading Comprehension Closed-Book QA



Instruction Tuning

* Finetuning LLMs using (INSTRUCTION, OUTPUT) pairs
* INSTRUCTION: human instruction for the model
e OUTPUT: the desired output that follows the INSTRUCTION

* Objectives:
* Bridge the gap between pretraining objectives and downstream applications
* Steer the model behavior towards more controllable and predictable
* Quickly adapt to a new domain without extensive retraining



Instruction Dataset Construction

e Each instance is composed of three elements:
* An instruction: a natural language text sequence to specify the task
* An optional input: supplementary information for context
e Output: an anticipated output based on the instruction and the input

Finetune on many tasks (“instruction-tuning”)
Input (Commonsense Reasoning) Input (Translation)

Here is a goal: Get a cool sleep on Translate this sentence to Inference on unseen task type
summer days. Spanish: 1 N 1 Inf
How would you accomplish this goal? | The gem gﬁ:ce b;:ldlngr;‘ Premise: At my age you will probably
OPTIONS: xiith‘: LSRG S S have learnt one lesson.
Kaep Sack ofp !Ilow £ases fn fiige. ' Hypothesis: It's not certain how many
-Keep stack of pillow cases in oven. Target o lessons you'll learn by your thirties.
Target El nuevo edificio de oficinas Does the premise entail the hypothesis?
keep stack of pillow cases in fridge se construyo en tres meses. OPTIONS:

-yes | | -itis not possible to tell | [ -no

Sentiment analysis tasks
ELAN Response

It is not possible to tell

Coreference resolution tasks



Instruction Dataset Construction

* Two approaches

* Data integration from annotated natural language datasets
* Generating outputs from LLMs

| Step1: Instruction Dataset Construction | Step2: Instruction Tuning |
< D€ >
| |
templates " : .
text-label 4| instruction
{| output
Supervised
Finetuning

ChatGPT ChatGPT
| & GPT4 Il e & GPT4 : outout
instructions {] instructions {( P

Figure 1: General pipeline of instruction tuning.



Automatically

generating instruction tuning data

from LLMs (Self-Instruct, Want et al. 2022)

175 seed tasks with Task Pool Step 1: Instruction Generation

1 instruction and
1 instance per task

E

0 -
0 -
o-
O-g

4

Step 4: Filtering

\

n «

Step 2: Classification
Task Identification

Instruction : Give me a quote from a LM Q
famous person on this topic. %

Step 3: Instance Generation

Yes
Instruction : Find out if the given text is in favor of or against abortion.
Class Label: Pro-abortion ' W
Input: Text: I believe that women should have the right to choose whether or not Output-first LM

Qhey want to have an abortion.

Instruction : Give me a quote from a famous person on this topic. w No

Input: Topic: The importance of being honest.

Y Output: "Honesty is the first chapter in the book of wisdom." - Thomas JeffersonJ Input-first

https://arxiv.org/abs/2212.10560
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What is Prompting?

* Encouraging a pre-trained model to make particular predictions by
providing a textual “prompt" specifying the task to be done
* providing LLMs with more context and information

* With prompts, the model can better understand what kind of output
is expected and produce more accurate and relevant results.




Basic Prompting (Radford et al. 2018)

* Append a textual string to the beginning of the sequence and
complete

x = When a dog sees a squirrel, it will usually

be afraid of anything unusual. As an exception, that's when

(GPT-2 Small) a squirrel is usually afraid to bite.

lick the squirrel. It will also touch its nose to the squirrel on

(GPT-2 XL) the tail and nose if it can.



Standard Prompting Workflow

 Fill a prompt template
* Predict the answer
* Post-process the answer



Prompt Templates

* A template where you fill in with an actual input

[ Input: x = “l love this movie” ]
[ Template: [x] Overall, it was [z] J

U

Prompting: x’ = “l love this movie. Overall it
was [z]”




Chat Prompts

* Recently, many models are trained as chatbots
* Usually inputs are specified in OpenAl messages format

messages=[
{
"role": “system",
"content": “Please classify movie reviews as 'positive' or ‘negative'."
bo
{
"role": “user",
"content": "This movie is a banger.”
bo
]
= Roles:

= “system”: message provided to the system to influence behavior
= “user”: message input by the user
= “assistant”: message output by the system



Chat Prompts Behind the Scenes

* Behind the scenes, messages are converted to token strings

L aMa

[INST]

<<8YS>>

Sys. You are an assistant that ..
<< /SYS>>

[/INST]

Ljser|[INST]This movie 1is great.[/INST]

ASSt.l Positive.

Alpaca

Sys.
User

Asst.

### Instruction:
You are an assistant that ..

### Instruction:
This movie 1is great.

### Response:
Positive.




Answer Prediction

* Given a prompt, predict the answer

[ Prompting: x’ = “l love this movie. Overall it }

was [z]”

[ Predicting: x’ = “I love this movie. Overall it J

n

was

* Use any inference algorithms



Post-processing

* Based on the answer, select the actual output

* For instance:
* Taking the output as-is
* Formatting the output for easy visualization
e Selecting only parts of the output that you want to use
* Mapping the outputs to other actions



Explicit Instructions

Stylization

Explain this to me like a topic on a children's educational network show
teaching elementary students.

I'm a software engineer using large language models for summarization.
Summarize the following text in under 250 words:

Give your answer like an old timey private investigator hunting down a case
step by step.




Explicit Instructions

Formatting

Use bullet points.

Return as a JSON object.

Use less technical terms and help me apply it in my work in communications.




Explicit Instructions

* More specific results on recently created resources

Explain the latest advances in large language models to me.
# More likely to cite sources from 2017

Explain the latest advances in large language models to me. Always cite your

sources.
Never cite sources older than 2020.
# Gives more specific advances and only cites sources from 2020




In-context Learning/Few-shot Prompting
(Brown+ 2021)

* Provide a few labeled examples of the downstream task in the

Instruction
e Zero-shot
* One-shot
* Few-shot

Instruction |Please classify movie reviews as 'positive' or ‘negative’.

Input: I really don’t like this movie.
Output: negative

Examples
Input: This movie is great!

Output: positive




Chain of Thought Prompting (Wei et al. 2022)

* Push the model to explain its reasoning before generating a response

Standard Prompting Chain-of-Thought Prompting
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11.

=11, The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples

\ J Co they have? J

~

A: The answer is 27. x A:

The

answeris 9. ¢/

E

Figure 1: Chain-of-thought prompting enables large language models to tackle complex arithmetic,
commonsense, and symbolic reasoning tasks. Chain-of-thought reasoning processes are highlighted.




Unsupervised Chain-of-thought Prompting
(Kojima et al. 2022)

* Adding a prompt to encourage the model to generate explanations
before generating the response

(a) Few-shot

/ \ ﬁRoger has 5 tennis balls. He buys 2 more cans of tenr@
[ Q: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each can has 3 tennis balls. How many tennis balls does |

balls. Each can has 3 tennis balls. How many tennis balls does he have now?
he have now? A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6

(b) Few-shot-CoT

A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X
|

- v

(c) Zero-shot

‘/Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

We. So there are 8/ 2 = 4 blue golf balls. The answeris 4. /

(Output) The juggler can juggle 16 balls. Half of the balls are golf
balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are

(d) Zero-shot-CoT (Ours)

ﬂ): A juggler can juggle 16 balls. Half of the balls are golf baIIs\

and half of the golf balls are blue. How many blue golf balls are
there?
A: Let’s think step by step.

(Output) 8 X

N I

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls

wre blue. That means that there are 4 blue golf balls. v




Guidelines of Crating Effective Prompts

1.Be clear and concise: easy to understand, provide enough information for the
model to generate relevant output.

2.Use specific examples: Providing specific examples to help the model better
understand expected output.

3.Vary the prompts: Try different prompts to produce more diverse and creative
output..

4.Test and refine: Refine the prompts according to the outputs of the tested
prompts

5.Use feedback: Use feedback from users or other sources to continually improve
your prompts

https://www.llama.com/docs/how-to-guides/prompting



OpenAl ol

* OpenAl 01: a new large language model trained with reinforcement
learning to perform complex reasoning. ol thinks before it answers—
it can produce a long internal chain of thought before responding to
the user.



Performance w.r.t. train/test-time compute

* 01 performance smoothly improves with both train-time and test-

time compute

100 1~
80 -
60

40 A

pass@1accuracy

20 A

o1 AIME accuracy
during training

train-time compute (log scale)

pass@1accuracy

100 ~

80 -

60 A

40 A

20 A

o1 AIME accuracy
at test time

test-time compute (log scale)



Prompt Engineering with Llama 3

e https://github.com/amitsangani/Llama/blob/main/Llama 3 Prompt

Engineering.ipynb



https://github.com/amitsangani/Llama/blob/main/Llama_3_Prompt_Engineering.ipynb
https://github.com/amitsangani/Llama/blob/main/Llama_3_Prompt_Engineering.ipynb
https://github.com/amitsangani/Llama/blob/main/Llama_3_Prompt_Engineering.ipynb

The overall training process of ChatGPT

Step 1 Step 2 Step 3
Collect demonstration data, Collect comparison data, Optimize a policy against
and train a supervised policy. and train a reward model. the reward model using

reinforcement learning.

A promptis A prompt and A new prompt »
sampled from our . s several model e is sampled from )
xplain the moon Explain the moon Write a story
prompt dataset. landing to a 6 year old outputs are landing to a 6 year old the dataset. about frogs
sampled. |
4 0 (&) . \
A Iabeler Explain gravity. Explain war... The pOlICV e
.9
demonstrates the @ () (D) generates N -
desired output et | | emone an output. \}Sé{/
) VA . J
behavior. Some people went \( +
dakgiiailes A labeler ranks
+ the OUtpUtS from @ Once upon a time...
This data is used e best to worst. 0-60-0-0 ¥
to fine-tune GPT-3 /}5\0\ The reward model .
with supervised .\}S.Q{/. I calculates a ./o)?j{\.
learning. 2 y reward for e
4 i i @
This d'ata is used ’M the output.
@@@ to train our ./.)?.7{\. +
reWard model. W The reward is )
0-0-0-0 used to update rk
the policy

using PPO.



Thanks!
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